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Remote Sensing Image Compression Based on
Adaptive Directional Wavelet Transform With

Content-Dependent Binary Tree Codec
Cuiping Shi , Member, IEEE, and Liguo Wang , Member, IEEE

Abstract—Remote sensing images provide a wealth of informa-
tion for a variety of applications, but it is at the expense of huge data.
In this paper, we present a novel compression method based on op-
timum adaptive directional lifting (OADL) with content-dependent
binary tree codec. First, the OADL model is designed, which cal-
culates the optimal prediction direction of each image block and
performs the weighted directional adaptive interpolation during
the process of lifting. The former aims to reduce the edge and tex-
ture energy of the non-horizontal and non-vertical directions in
the high-frequency subbands, and the latter focuses on preserving
the directional characteristics of remote sensing images as much
as possible. Second, a binary tree codec with content-based adap-
tive scanning is introduced, which can provide different scanning
orders and scanning manners among and within subbands, re-
spectively. In addition, it can encode more significant coefficients
at the same bit rate. Experimental results show that, compared
with other scan-based compression methods, the proposed com-
pression method can always provide better coding performance in
terms of some evaluation indexes.

Index Terms—Adaptive directional lifting (ADL), binary tree
codec, compression, remote sensing images.

I. INTRODUCTION

A LONG with the rapid development of sensor technology,
the spatial resolution of remote sensing images increases

dramatically, which is very beneficial to the applications of re-
mote sensing images. However, abundant information means a
huge amount of data, which also brings a great challenge to

Manuscript received February 22, 2018; revised November 30, 2018; accepted
January 28, 2019. Date of publication March 14, 2019; date of current version
March 25, 2019. This work was supported in part by the National Natural
Science Foundation of China under Grants 41701479 and 61675051, in part
by China Postdoctoral Science Foundation under Grant 2017M621246, in part
by the Postdoctoral Science Foundation of Heilongjiang Province of China
under Grant LBH-Z17052, in part by the Project Plan of Science Foundation
of Heilongjiang Province of China under Grant QC2018045, in part by the
Fundamental Research Funds in Heilongjiang Provincial Universities of China
under Grant 135309342, and in part by the Science and Technology Plan Project
of Qiqihar of China under Grant GYGG-201415. (Corresponding author: Liguo
Wang.)

C. Shi is with the Department of Communication Engineering, Qiqihar Uni-
versity, Qiqihar 161000, China, and also with the College of Information and
Communication Engineering, Harbin Engineering University, Harbin 150001,
China (e-mail:,scp1980@126.com).

L. Wang is with the College of Information and Communication Engineering,
Harbin Engineering University, Harbin 150001, China (e-mail:, wangliguo@
hrbeu.edu.cn).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/JSTARS.2019.2897344

the storage and transmission of remote sensing images. There-
fore, great efforts have been made in order to compress remote
sensing images effectively. The research object of this paper
is the panchromatic remote sensing image. Compared with the
compression of traditional digital images, the compression of re-
mote sensing images has a certain commonality, i.e., to remove
the redundancy of images. On the other hand, the compression
of remote sensing images has its particularity. Remote sensing
images are acquired by a spaceborne or airborne imaging equip-
ment with a large field of view (FOV), which usually contains
a lot of ground objects. Therefore, most remote sensing images
are of low space redundancy, and often contain some important
details, such as contours of terrain, complex texture of objects,
and even the outline of small targets. These details are very use-
ful for some applications, such as geomorphic change detection,
target anomaly detection, or classification, so they also should
be preserved as far as possible during the process of the com-
pression. Thus, the compression methods for traditional digital
images that often ignore the high-frequency information while
focusing on keeping the low-frequency information are not very
applicable.

Generally, some traditional compression methods are widely
used for the compression of images, such as embedded zerotree
wavelet [1], set partitioning in hierarchical tree (SPIHT) [2],
set partitioned embedded block coder (SPECK) [3], and Joint
Photographic Experts Group 2000 (JPEG2000) [4], or some im-
provements on these algorithms [5]–[10]. In recent years, some
compression methods that are specifically designed for remote
sensing images have been proposed. The Consultative Commit-
tee for Space Data Systems (CCSDS) published a recommended
standard of Image Data Compression (CCSDS-IDC) [11], [12],
which specifically targets for onboard image compression. The
CCSDS-IDC standard mainly focuses on the complexity of the
algorithm but gives less attention to its flexibility. For example,
the CCSDS fixes the level of wavelet decomposition to three
and does not support interactive decoding. In [13], it makes
some improvement on the CCSDS standards, which allows any
level of wavelet decomposition and supports several ways of
interactive decoding. Since remote sensing images are often
acquired incrementally by sensors in a push-broom fashion,
the scan-based compression methods are very desirable when
handling remote sensing data [14]. In [15], it makes some im-
provements on JPEG2000 from the perspective of scanning way
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and provides a good compression performance for remote sens-
ing images. However, the improvement of performance is at
the expense of higher complexity. In order to realize the scan-
based compression in a simple way, Huang and Dai [16] propose
a binary tree coding adaptively (BTCA) method for the com-
pression of remote sensing images, which scans the significant
nodes and their brothers of a binary tree before scanning other
nodes for each threshold, and can provide a good compression
performance. Moreover, the complexity of it is very low. Al-
though BTCA can protect some detailed information of images
in the process of compression, which is somehow related to the
characteristics of remote sensing images, it only takes the cod-
ing phase into consideration. Besides the compression methods
mentioned above, some other compression algorithms are also
applied for remote sensing images. In [17], the multi-spectral
images are compressed by using an improved SPIHT. In [18], a
compression method based on quadtree and zerotree coding for
SAR complex images is proposed. In [19], it presents a hierar-
chical compression method for the progressive transmission of
hyperspectral images. In [20], an onboard compression method
based on quadtree coding is proposed, which is proved to be
suitable for spaceborne equipment. Huang et al. [21] provide
a coding method based on binary tree and optimize truncation,
which improves the coding performance and is of the property
of random access. However, these compression approaches are
still designed only from the coding phase. For remote sensing
images, due to their own characteristics, the ways of image rep-
resentation will also have a great influence on the compression
performance.

A lot of research has been done on image representation. In
[22], an adaptive directional lifting (ADL)-based wavelet trans-
form is proposed, which incorporates the spatial directional pre-
diction into the conventional 2-D lifting structure. For the ADL-
based method, a rate-distortion-optimized image segmentation
is employed, which makes the ADL efficiently approximate im-
age direction in local regions. The performance improvement
is based on the ADL method, mainly due to the efficient image
representation and coding of side information. However, for the
image that is rich in details, the side information is often a heavy
burden. Moreover, the interpolation of the ADL method favors
only the horizontal and vertical directions, which may blur the
orientation property and increase prediction error of images.
These all prevent the ADL method from further improving the
coding performance. Other image representation methods, such
as [23]–[28], are often carried out from the perspective of the
directional lifting wavelet, hybrid wavelets and directional filter
banks, or tucker decomposition. After the image representation,
an existing coding standard, such as SPIHT or JPEG2000, is
usually followed directly. However, image representation and
coding are different stages of compression, and the two stages
are related. If only one stage is considered, the improvement of
compression performance would be limited.

In this paper, in order to provide a good compression method
for remote sensing images, both the process of image represen-
tation and coding are considered. First, we develop an optimum
adaptive directional lifting (OADL) model for an effective rep-
resentation of remote sensing images. Then, after the OADL-

based wavelet transform, a binary tree codec with content-based
adaptive scanning (BTCCA) is introduced, which can provide
good coding performance with low complexity.

Our main contributions in this paper are listed as follows.
1) A new OADL model is designed considering the charac-

teristics of remote sensing images. It can preserve more
directional information of remote sensing images by uti-
lizing the optimal direction prediction and the weighted
directional adaptive interpolation. Moreover, there is no
need to store the image-dependent adaptive segmentation
tree as the side information.

2) A simple and efficient coding method is presented. After
the proposed lifting-based wavelet transform, the energy
of remote sensing images is more concentrated, which
usually “enlarges” the difference among subbands due to
the content of images. This coding method can provide
different scanning orders and scanning methods among
and within subbands and can encode more significant co-
efficients at the same bit rate.

The remainder of this paper is organized as follows: In
Section II, the proposed OADL-based wavelet transform method
is described in detail. In Section III, we analyze the content-
based adaptive scanning method first, and then the BTCCA
method is introduced. Section IV gives some quality evaluation
index used in this paper. In Section V, some numerical experi-
ments are performed, and the high effectiveness of the proposed
compression method is proved. Finally, the conclusions are pro-
vided in Section VI.

II. WAVELET TRANSFORM WITH OADL

The traditional two-dimensional (2-D) lifting wavelet trans-
form only uses the neighboring elements in the horizontal or
vertical direction. However, for the texture or edge of an image
is neither horizontal nor vertical, the traditional lifting scheme
fails to provide effective representation for that directional infor-
mation. Therefore, the idea of directional prediction is incorpo-
rated into the traditional 2-D lifting structure, which predicts an
element by the direction with smaller prediction error. The exist-
ing directional wavelet transforms tends to be designed without
considering the characteristics of remote sensing images. In this
paper, an OADL-based wavelet transform is proposed, which is
specifically designed for remote sensing images and can provide
a good representation for it.

A. Structure of Adaptive Directional Lifting Scheme

Without loss of generality, suppose an image is first decom-
posed into a low-frequency subband and a high-frequency sub-
band by a 1-D wavelet transform in the horizontal direction.
Following, the same operation is performed by a 1-D wavelet
transform in the vertical direction. The typical lifting process
consists of four stages: split, predict, update, and normalize [29],
[30]. The 1-D directional lifting wavelet transform and inverse
transform are shown in Fig. 1(a) and (b), respectively.

Considering a 2-D image x(m,n)m,n∈Z . First, all samples of
the image are split into two parts: the even sample subset xe and
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Fig. 1. Generic 1-D directional lifting wavelet transform. (a) Forward decom-
position. (b) Reverse synthesis.

the odd sample subset xo{
xe [m,n] = x [2m,n]

xo [m,n] = x [2m + 1, n].
(1)

In the predict stage, the odd elements are predicted by the
neighboring even elements with a prediction direction, which
was obtained by discriminant criteria. Suppose the direction
adaptive prediction operator is DA P , then the predict process
can be represented as

d [m,n] = xo [m,n] + DA Pe [m,n] . (2)

In the update stage, the even elements are updated by the
neighboring prediction error with the same direction of the pre-
dict stage. Suppose the direction adaptive update operator is
DA U , the updated process can be described as

c [m,n] = xe [m,n] + DA Ud [m,n] . (3)

Here, the directional prediction operator DA P is

DA Pe [m,n] =
∑

i

pixe [m + sign(i − 1) tan θv , n + i].

(4)
The directional update operator DA U is

DA Ud [m,n] =
∑

j

uj d [m + sign(j) tan θv , n + j]. (5)

pi and uj are the coefficients of high pass filter and low pass
filter, respectively. θv represents the direction of prediction and
update.

Finally, the outputs of the lifting are weighted by coefficients
Ke and Ko , which normalize the scaling and wavelet functions,
respectively.

For a remote sensing image, if the directional lifting is per-
formed along the direction of edge and texture, then more energy
of the image will be concentrated in low-frequency subband,
which is beneficial to improve the coding performance. Chang
and Girod [23] provide a set of reference directions for the adap-
tive directional lifting (ADL)-based wavelet transform, which
only uses some integer pixels. Although it is simple and easy
to implement, the optional directions are too sparse to present

Fig. 2. Reference direction set of the directional lifting-based wavelet trans-
form. (a) Horizontal transform. (b) Vertical transform.

the rich directional information of the remote sensing image.
Conversely, Ding et al. [22] just uses the proximal fractional
pixels as the reference directions and fails to utilize the corre-
lation with the distal integer pixels. For remote sensing images,
obviously, the more the reference directions, the more accurate
the description of its detail information. However, the side in-
formation will also increase. In this paper, the integer pixels and
fractional pixels, which close to the predicted pixel, are consid-
ered. The set of reference directions of the horizontal transform
and vertical transform are shown in Fig. 2(a) and (b), respec-
tively. For each transform, i.e., the horizontal transform or ver-
tical transform, 15 reference directions are chosen for direction
lifting, which exploit some adjacent integer pixels or fractional
pixels. In Fig. 2(a), the horizontal transform is performed on
those black pixels, which need to utilize the white pixels of
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Fig. 3. Image formation by a “push-broom” mechanism.

adjacent columns and interpolate them. The closer the distance,
the larger the pixel correlation. Therefore, more positions ad-
jacent to the transformed pixel are chosen as lifting directions.
In Fig. 2(a), we record the lifting direction set as [–7, –6, –5,
–4, –3, –2, –1, 0, 1, 2, 3, 4, 5, 6, 7]. For the direction set, the
“positive” represents the directions above the pixel to be lifting,
and the “negative” represents that below the pixel to be lifting.
“4,” “3,” and “1” represent the direction of fractional pixels at
the 1/4, 1/2, and 3/4 positions, respectively. “7,” “6,” “5,” “2,”
and “0” represent those directions with different integer pixels.
It can be seen that the traditional 2-D wavelet transform is a
special case of the directional lifting wavelet transform in “0”
direction. The process of vertical transform is similar to that of
the horizontal transform.

B. Image Segmentation

In order to ensure the consistency of lifting direction and the
local orientation of an image, image segmentation is usually per-
formed first. The segmentation method based on rate-distortion
optimization is proven to be a very efficient method for natural
images [22]. It divides an image recursively into blocks with dif-
ferent sizes by quadtree. However, remote sensing images are
usually recorded by a spaceborne or airborne imaging equip-
ment with a large FOV. The imaging process of remote sensing
images with a “push-broom” mechanism is shown in Fig. 3.
The imaging technologies utilized in satellite programs usually
record images by moving the FOV of the instrument across the
earth’s surface. The forward motion of the satellite can allow
the subsequent pixels to be recorded along the satellite travel
direction in the manner [31]. The FOV of a sensor corresponds
to the width of the image (swath width). Take some commonly
used sensors, for example, the Ikonos’s FOV is 11.3 km, the
QuickBird’s FOV of is 16.5 km, and the SPOT-5’s FOV of is
60 km [32]. Therefore, a remote sensing image usually covers a
large range of geomorphology, which usually contains a lot of
ground objects, except for a few special scenes such as deserts
or still water. As a result, remote sensing images usually are of
low spatial redundancy, especially for the high spatial resolution
remote sensing image. In this situation, the segmentation per-
formance based on rate-distortion optimization will be greatly

Fig. 4. Segmentation results with the adaptive segmentation method under
the same condition. (a) A natural image “Barbara.” (b) A remote sensing image
“SanDiego” (8 b). (c) A remote sensing image “ocean_2kb1” (10 b). (d) A
remote sensing image “pleiades_portdebouc_pan” (12 b).

affected. The reason is that the characteristics of the remote
sensing image make the segmentation results have a large prob-
ability that almost all the blocks are with the smallest size that
is allowed. In other words, the results of adaptive segmentation
are nearly equivalent to those based on the same size of blocks.

Here, some experiments are performed on a natural image
and three remote sensing images with an adaptive segmen-
tation method, which the smallest size of a block is set to
16 × 16. The “SanDiego” has come from the USC-SIPI im-
age database, whose bit depth is 8 b [33]. “ocean_2kb1” and
“pleiades_portdebouc_pan” are derived from the CCSDS im-
age set; their bit depth is 10 and 12 b, respectively [34]. These
test remote sensing images reflect different geomorphic scenes,
including city, ocean, and harbor. The segmentation results of
these are shown in Fig. 4(a)–(d), respectively.

It can be seen in Fig. 4 that, compared with the natural im-
age, large size blocks in remote sensing images are very rare.
Especially for those remote sensing images with large bit depth,
such as “ocean_2kb1” and “pleiades_portdebouc_pan,” the re-
sults of segmentation are the minimum block that is allowed.
With experiments on a larger set of remote sensing images, a
similar conclusion can be obtained. It means that the adaptive
segmentation method for remote sensing images is of little sig-
nificance, and the complexity of the algorithm will be increased.
In addition, if the adaptive segmentation method is used, the
segmentation trees are also needed to be transmitted as the side
information. For different bit rates, the segmentation trees are
different, which makes the side information very heavy.

Because of its imaging mechanism, remote sensing images
usually cover a large range of geomorphology, which makes the
details of the image, such as geometric information, edge, and
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texture information, usually very abundant. In order to provide
a good representation of remote sensing images, the segmented
block should not be too large. On the other hand, the optimal lift-
ing direction of each block should be preserved as the side infor-
mation for image reconstruction. If the size of the image block is
too small, there will be a lot of side information that needs to be
stored, which will be a great burden to the compression. There-
fore, the size of the segmented image block should be appro-
priate. With experiments on some remote sensing images with
various complexities, we found that if the image block size is less
than 16 × 16, sometimes the coding efficiency with the direction
lifting wavelet is even worse than that of the traditional wavelet
transform. The reason is that, at the same bit rate, the more
the side information, the fewer the bits actually used to code.
Therefore, in this paper, the image block size is set to 16 × 16.

Based on the above analysis, for remote sensing images, we
adopt the block segmentation method with the same size directly.
For a remote sensing image with size M × N , those initial im-
age blocks can be represented as Bi,j , i = 1, 2, . . . ,M/16, j =
1, 2, . . . , N/16. After transformation, the size of the blocks de-
pends on the decomposition level. Suppose the level of direc-
tional wavelet decomposition is J , for the kth decomposition
level, the size of the block can be represented as Lk × Lk . That is

Lk = 16/2k−1 , k = 1, 2, . . . , J. (6)

In other words, the size of the block is reduced to 1/4 of the
original size when one level of wavelet decomposition is carried
out. Compared with the adaptive segmentation method based on
rate-distortion optimization, the complexity of the segmentation
method with the same size is greatly reduced. Furthermore, it
does not need to transmit any side information.

C. Chosen of Optimal Prediction Direction

For the directional lifting wavelet transform, the prediction
error is reflected in the high-frequency subbands. Obviously,
the smaller the prediction error, the less the information in high-
frequency subbands. As a result, the coding performance will be
improved. Therefore, for a given block, the optimal prediction
direction is the direction with minimal residual information in
high-frequency subbands.

Suppose that the reference direction set is θref = [−7,−6,
−5,−4,−3,−2,−1, 0, 1, 2, 3, 4, 5, 6, 7], and the total num-
ber of blocks is Na = MN/256. For each block Bl , l =
0, 1, . . . , Na − 1, the optimal prediction direction θ∗opti of it
is calculated as follows:

θ∗opti,Bl
= argmin

i∈θr e f

∑
m,n∈Bl

D
{
x (m,n) − DA Pi (x (m,n))

}
.

(7)
Here, D(·) represents the measure function of image distor-

tion, and x(m,n) represents the value at the position (m,n) in
the block Bl . In this paper, let D(·) = | · |. It means that, for a
given block Bl , the optimal prediction direction is the direction
which is of minimal prediction error.

For an original image, the directional wavelet trans-
form is conducted along all the given reference direc-
tions θref (ref = 1, 2, . . . , 15), respectively. Then, the optimal

Fig. 5. Process of finding the optimal prediction direction of a block.

prediction direction of each block should be determined. The
process of finding the optimal prediction direction of a block is
shown in Fig. 5. For a given block Bl (l = 0, 1, . . . , Na − 1),
we calculate the prediction errors of the 15 “tiles,” respectively.
Then, we find the direction corresponding to the minimum pre-
diction error, which is the optimal prediction direction θ∗ref ,l
of this block. Repeat this process, until the optimal prediction
directions of all blocks are determined. The optimal prediction
direction set can be represented as [θ∗ref ,0 , θ∗ref ,1 , . . . , θ

∗
ref ,Na −1 ].

For each block Bl , with the optimal prediction direction θ∗opti, l ,
the predicted process and the updated process of all elements of
it are carried out by formula (2) and (3), respectively.

For the multi-level directional lifting wavelet transform, it ex-
ists close to dependencies among the blocks at the same position
of each decomposition level. Some experiments that were per-
formed on a large set of remote sensing images prove that, for
the blocks at the same position of different decomposition lev-
els, the optimal directions of them are very close, which means
that these blocks have a great probability to choose the same
reference prediction direction. Therefore, we only calculate the
optimal lifting direction of each block in the first decomposition
level, and the lifting directions of blocks in the other decomposi-
tions levels are the same as that in the first decomposition level.
In this way, the complexity of the algorithm is greatly reduced.
Moreover, the proposed direction lifting wavelet transform does
not need to transmit the segmentation trees at different bit rates;
it only needs to transmit the optimal prediction direction of each
block as side information. The bit overhead of side information
is analyzed as follows.

For the proposed directional wavelet transform, the optimal
lifting directions of all blocks should be transmitted to the re-
ceiver as side information. Suppose that the size of the image
is M × N and the block size is P × Q. Then, the number of
blocks is MN/PQ. Because the number of reference predic-
tion directions is 15, we can use 4 b to represent the optimum
prediction direction of each block. That means that a maxi-
mum of (MN/PQ).4 bits are required to store these directions.
For reducing the side information, entropy coding can be used
for encoding these bits. In this paper, as an effective coding
method, Huffman coding is employed to encoding the direction
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information. Take the image “Barbara” in Fig. 4(b), for exam-
ple, after entropy coding, the bit rate of side information is
0.0064 bpp. For the adaptive segmentation method introduced
in [22], it needs different bit overhead at different bit rates. For
“Barbara,” the bit rate for coding the segmentation tree and asso-
ciated directions at 0.125, 0.25, and 0.5 bpp is 0.008, 0.013, and
0.018 bpp, respectively. The advantage of the proposed method
is more obvious in progressive image transmission, i.e., the pro-
posed method only needs to transmit the side information once,
and the adaptive segmentation method needs to transmit the side
information at each bit rate.

D. Directional Adaptive Interpolation

For ADL-based wavelet transform, the sinc interpolation fil-
ter is commonly adopted. However, the sinc interpolation filter
is performed only using the coefficients in the horizontal or ver-
tical direction, which may blur the orientation property of the
image and increase the directional prediction errors for those
images with rich textures. For remote sensing images, it usually
contains abundant texture and detail information. Therefore, the
design of a directional interpolation filter is very important. Be-
sides interpolation performance, another factor that needs to be
considered is that side information generated by the directional
interpolation filter should be reduced as much as possible due
to the compression efficiency. The reason is that an optimal in-
terpolation filter is usually closely related to the content of the
image. In theory, the subpixel interpolation problem also can
be seen as the design of an optimal interpolation filter. Since
the interpolation filter can be classified as an FIR filter, one can
design the filter to minimize the energy of the high-frequency
subband

D =
∑
m,n

|e (m,n)|2

=
∑
m,n

∣∣∣∣∣xo (m,n) −
∑

k

akx (m,n + k)

∣∣∣∣∣
2

. (8)

The minimization problem

D = min
...ak −1 ,ak ,ak + 1 ,..

∑
m,n

∣∣∣∣∣xo (m,n) −
∑

k

akx (m,n + k)

∣∣∣∣∣
2

(9)
is essentially a process of finding a set of optimal filter
coefficients{. . . , ak−1 , ak , ak+1 , . . .}. For a given image, the
optimal interpolation filter coefficients have to be stored and
sent to the decoder as side information. The more filter coef-
ficients, the more side information that needs to be transmit-
ted. Accordingly, the coding performance of the image will be
greatly affected. Therefore, a good balance between interpola-
tion performance and side information is an important issue,
which needs to be solved. In this paper, an effective weighted
directional interpolation filter is adopted [35]. The basic process
of direction interpolation is shown in Fig. 6.

In Fig. 6, for different sub-pixel positions, some different
integer pixels are used to interpolate the sub-pixel, and the in-
terpolation direction is adapted to the properties of the signal for

Fig. 6. Process of directional interpolation.

Fig. 7. Block diagram of directional interpolation.

TABLE I
APPLIED FILTERS OF DIRECTIONAL INTERPOLATION PROCESS

interpolation. For examle, in order to interpolate a quarter-
position coefficient, not only the integer coefficients
{c−2 , c−1 , c0 , c1} but also the coefficients {c−3 , c2} along
the predicted direction are used. The directional interpo-
lation filter should be constructed by these coefficients
{c−3 , c−2 , c−1 , c0 , c1 , c2} in the integer position and make a
prediction to the sub-pixel position. The final coefficients of
directional interpolation filter are determined by three kinds of
filters: bilinear filter, Telenor 4-tap filter, and 2-tap filter. The
directional interpolation process is shown in Fig. 7. The coeffi-
cients of these filters are listed in Table I.

It can be seen from Fig. 7 that {c−3 , c2} are the inputs of the
bilinear filter, {c−2 , c−1 , c0 , c1} are the inputs of the Telenor 4-
tap filter, and both the output of the bilinear filter and the Telenor
4-tap filter are as the inputs of the 2-tap filter. As a result, the
outputs of the 2-tap filter are the weighted coefficients of the
directional interpolation filter. By this way, some directional
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Fig. 8. Diagram of the processing of the block boundary.

information of images can be preserved effectively, and no side
information is needed to be sent.

E. Processing of Block Boundaries

A general principle for the process of block boundaries is that
each block could only make use of its own direction information.
However, it is very easy to produce boundary effects. In this pa-
per, for the transform of pixels in block boundaries, the adjacent
pixels of other blocks are used, unless the boundary pixels are
at the edge of the image. The diagram of the processing of the
block boundary is shown in Fig. 8. In Fig. 8, the dotted line rep-
resents the boundary of a block. As a result, blocking artifacts
can be avoided although the block segmentation is carried out
for direction detection.

F. Processing of Direction Deviation

The 2-D wavelet transform can be regarded as a combination
of two 1-D transformations. Assuming that row transformation
is performed first, then the size of the image block is changed,
which makes the block direction no longer accurate. To solve
the problem, some studies have tried to reduce the angle of the
block to half and then perform another 1-D transform with the
half-angle, such as in [36]. However, the half-angle may not be
exactly as the optimal prediction direction that was calculated
previously, which may lead to direction deviation. With the in-
crease of the decomposition levels, the direction deviation will
be accumulated. A solution that is easy to think is to calculate the
optimal prediction direction of the “new” block again by travers-
ing, but the complexity is high and the side information will be
increased. For this problem, we adopt the directional interpola-
tion method that was introduced in Section II–D to interpolate
the rectangular block into a square block first, then another
1-D transform is performed with the optimal prediction direc-
tion calculated previously. For a block, the processing procedure
of direction displacement is shown in Fig. 9.

III. CONTENT-BASED CODING METHOD FOR

REMOTE SENSING IMAGES

In order to obtain good coding performance, image represen-
tation methods are usually combined with JPEG2000. How-
ever, the good performance of JPEG2000 is at the cost of
high complexity. Some sophisticated components of it are the
main contributors to the high coding performance. On the other
hand, JPEG2000 is a general compression method, which is de-
signed without considering the characteristics of remote sensing

Fig. 9. Processing procedure of direction displacement for a block.

images. In this paper, a simple and efficient coding method is
proposed, which is specially designed for remote sensing im-
ages. After the OADL-based wavelet transform, the energy of
remote sensing images is more concentrated, which usually “en-
large” the difference among subbands due to the content of im-
ages. In this case, different scanning and coding methods will
have a great impact on the compression performance. Therefore,
a BTCCA is introduced, which can provide different scanning
orders and scanning methods among and within subbands based
on the content of images, and can encode more significant co-
efficients at the same bit rate. The proposed BTCCA algorithm
is described in detail below.

A. Content-Based Adaptive Scanning Method

For a remote sensing image X with size M × N , af-
ter the OADL-based wavelet transform, the transformed im-
age can be recorded as Y . The process of scanning the
transformed image can be regarded as a bijection f from a
closed interval [1, 2, . . . ,M × N ] to the set of ordered pairs
{(i, j) : 1 ≤ i ≤ M, 1 ≤ j ≤ N}, where the latter set repre-
sents the locations of the image. After scanning, the 2-D
transformed image can be converted to a 1-D coefficient se-
quence that can be represented as [Yf (1) , Yf (2) , . . . , Yf (M N ) ].
In fact, various scanning strategies are bijective functions f
that are of different definitions. If the bijective function f is
defined, then the process of compressing a transformed image
becomes a process of compressing a 1-D coefficient sequence
Ỹ = [Yf (1) , Yf (2) , . . . , Yf (M N ) ].

For a transformed image, the coefficients that are scanned first
are encoded in priority, which leads to the codestream of these
coefficients in front of the entire codestream. Accordingly, this
part of the codestream will be decoded in priority and displayed
if necessary. Therefore, at the same bit rate, different scanning
order can lead to different quality of the reconstructed image,
which makes the scanning order very important [38]. There are
some commonly used scanning methods, such as raster scan,
zigzag scan, and Morton scan. However, they do not take the
characteristics of wavelet subband into consideration. More im-
portantly, remote sensing images usually contain a great number
of ground objects, which makes some information still remain
in high-frequency subbands after the directional wavelet trans-
form. According to different landforms recorded by remote sens-
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ing images, the amount of information of these subbands may
be quite different. If a fixed scanning method is adopted, it does
not guarantee that the scan is carried out according to the impor-
tance of the subbands. In other words, the subbands that scanned
first may be less informational. Therefore, how to design an ef-
fective adaptive scanning method is also an important issue for
improving the coding performance of the remote sensing image.

In this paper, an adaptive scanning scheme proposed by us
previously is adopted [37]. The adaptive scanning scheme de-
termines the scanning method and scanning order of wavelet
subbands based on the image content. The algorithm of the
content-based adaptive scanning method (CAS) is shown in
function CAS.

function S = CAS(X,J)
Input: The wavelet transformed image X with OADL, the
level of decomposition is J .
• Calculate the energy of each subband and represent it

as Eλ,θ . λ-Scale (m = 1, 2, . . . , J), θ-Direction (d = 1,
2, 3, 4).“1” represents the lowest-frequency subband,
“2” represents the horizontal direction, “3” represents
the diagonal direction, and “4” represents the vertical
direction, respectively.

Eλ,θ =
1

RC

R,C∑
i,j

X(λ, θ)(i, j)2

R and C are the number of rows and columns of the
current subband X(λ, θ), respectively; X(λ, θ)(i, j)
represents the coefficient of the current subband located
in (i, j).

• Determine the scanning order among all the subbands
according to their energy.

• For each subband X(λ, θ)
- If the subband is the lowest-frequency subband or

horizontal subband, the “horizontal z-scan” is
adopted.

- If the direction of the subband is vertical, the
“vertical z-scan” is exploited.

- If the direction of the subband is diagonal, then
the scanning method depends on the horizontal
subband and vertical subband of this level.
©1 If Eλ,2 ≥ Eλ,4 , the “horizontal z-scan” is
performed to this subband.
©2 If Eλ,2 < Eλ,4 , the “vertical z-scan” is performed
to this subband.

End
Output: The generated 1-D coefficient sequence S by

scanning the 2-D transformed image X .

It has been demonstrated that from the CAS algorithm, the
adaptive scanning method is performed by two steps. First, after
the directional wavelet transform, the energy of each subband
is calculated, and the scanning order among subbands is deter-
mined by their energy in descending order. Second, for the scan

Fig. 10. “Horizontal z-scan” method and “vertical z-scan” method. (a) The
“horizontal z-scan” method is used for the subbands that contain more horizontal
information. (b) The “vertical z-scan” method is used for the subbands that
contain more vertical information.

within a subband, the scanning method is determined by the
characteristic of the subband. The “horizontal z-scan” method
and the “vertical z-scan” method are shown in Fig. 10.

B. Binary Tree Codec With Content-Based
Adaptive Scanning (BTCCA)

The embedded coding methods based on quadtree are com-
monly used. However, Shaffer et al. [38] pointed out that the
coding method based on binary tree decomposition is more ef-
ficient and simpler than that based on quadtree decomposition.
Inspired by recent advancements in the binary tree coding tech-
nique proposed in [39], we propose a BTCCA method com-
bining the binary tree codec with the content-based adaptive
scanning method. The BTCCA algorithm is as follows.

function code = BTCCA(X,J, Tk )
Input: X represents the transformed image with OADL-
based wavelet transform, J is the level of wavelet
decomposition, Tk is the current threshold.
Initialization:
• S = CAS(X,J)
• Establish a binary tree Γ by the 1-D coefficient

sequence S.
• d = D.

While (d > 1)
{
• For i =

∑d−1
j=0 2j + 1 to

∑d
j=0 2j

• Let ct = { }. If Γ(i) ≥ Tk−1
If Γ(i) is on the left of its brother, then
ct = BTC(Γ, i + 1, Tk );

Else
ct = BTC(Γ, i − 1, Tk ).
• code = {code, ct}.
• d = d − 1.

Output: The codestream of the bit plane for the given
threshold Tk .
}
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function code = BTC(Γ, i, Tk )
Input: Γ represents a binary tree, and is the index of a
node of the binary tree. Tk represents the threshold.
T0 = 2�log2 Γ(1)�, and Tk = T0/2k .
• If Γ(i) has been coded with significant in a larger

threshold, i.e., Γ(i) ≥ Tk−1 , then
If Γ(i) is not in the bottom level of the binary tree, code
the two children of Γ(i), else the sign of Γ(i) is
coded.

• If Γ(i) has a significant parent, and the brother of Γ(i)
is insignificant, then
If Γ(i) is not in the bottom level of the binary tree, code
the two children of Γ(i), else the sign of Γ(i) is coded.

• If Γ(i) ≥ Tk

If Γ(i) is not in the bottom level of the binary tree, code
the two children of Γ(i), and add a “1” before the
codestream. Else the sign of Γ(i) is coded, and add a
“1” before the codestream.

• Else
“0” is output.

Output: The codestream of the subtree whose root is the
node Γ(i).

For the BTCCA algorithm, after the OADL-based wavelet
transform, the CAS method is utilized to the transformed image
first, and a 1-D coefficient sequence is obtained. Second, a binary
tree is established based on the 1-D coefficient sequence by
comparing the two adjacent coefficients in turn. Following, for
each level of the binary tree, the binary tree coding algorithm is
carried out at a given threshold.

IV. QUALITY EVALUATION INDEX

In order to evaluate the proposed compression method com-
prehensively, peak signal-to-noise ratio (PSNR, dB), kappa
coefficient, and multi-scale structural similarity method (MS-
SSIM) are chosen as the evaluation indexes, respectively.

A. Peak Signal-to-Noise Ratio

Suppose X and Y are the original image and the reconstructed
image, respectively. L represents the possible maximum value
of the original image. The PSNR can be calculated as follows.

PSNR = 10 log10
L2

‖X − Y ‖2
. (10)

B. Kappa Coefficient

Kappa coefficients are widely used as the classification ac-
curacy assessment for remote sensing images [40]. Cohen [41]
points out that the kappa coefficient can be utilized as a measure
of agreement between the original and the decoded images. In
this case, the pixels of the original image are seen as reference
data (observations), and the pixel of the decoded image are seen

as classified data. The kappa coefficient is defined as

K̂ =
N

∑c
i=1 xii −

∑c
i=1 (xi+ · x+i)

N 2 − ∑c
i=1 (xi+ · x+i)

. (11)

Here, N is the total number of observations, c represents
the number of rows of the confusion matrix, xii represents the
number of observations in row i and column i, and xi+ and x+i

are the marginal totals of row i and column i, respectively.

C. Multi-Scale Structural Similarity Method (MS-SSIM)

The MS-SSIM is a multi-scale structural similarity method
that incorporates the variations of viewing conditions and more
flexible than SSIM [42]. Thus, we adopt the MS-SSIM as an
evaluation index in this paper.

MS SSIM (x, y) = [lM (x, y)]αM ·
M∏

j=1

[
cj (x, y)βj sj (x, y)γj

]
.

(12)
Here, l(x, y), c(x, y), and s(x, y) represent the luminance,

contrast, and structure comparison, respectively.

V. EXPERIMENTS AND RESULTS

In this section, some experiments are implemented to verify
the effectiveness of the proposed compression method for
remote sensing images. The proposed compression method is
compared with other five scan-based compression methods,
i.e., SPIHT, SPECK, CCSDS, JPEG2000, and BTCA, in terms
of some evaluation indexes at different bit rates. First, in order
to compare the visual quality of reconstructed images obtained
by the proposed compression method and that obtained by
other compression methods, the “Pentagon” and “North Island”
are chosen as test images. In the experiments, the level of
wavelet decomposition is set to five. The comparison results
of reconstructed images obtained by different compression
methods at 0.0313 and 0.0625bpp are shown in Figs. 11 and
12, respectively.

In Figs. 11 and 12, we can observe that the visual quality
of reconstructed images obtained by the proposed compression
method is better than that of other compression methods at the
same bit rate. This advantage is particularly evident for the box
area. The reason is that the OADL model provides a more effi-
cient representation of the image, which helps to preserve more
details of an image. Moreover, the BTCCA coding method en-
sures that more significant coefficients are scanned and encoded
in priority, especially the coefficients at the edge of the image. As
a result, at the same bit rate, the proposed compression method
can provide better visual quality of the reconstructed image. For
other four methods, visual quality of the reconstructed image
obtained by CCSDS is the worst. One reason is that CCSDS
set the decomposition level to three, so the coding performance
is limited. Another important reason is that CCSDS divides the
transformed image into some blocks and then divides the block
set into several segments. The number of blocks in a segment
can be 16 to 220, and these blocks are continuous in the raster
order. Each segment is encoded separately and is not relevant
to the other segments. Therefore, the reconstructed images of



SHI AND WANG: REMOTE SENSING IMAGE COMPRESSION BASED ON ADAPTIVE DIRECTIONAL WAVELET TRANSFORM 943

Fig. 11. Comparison of visual quality of reconstructed images obtained by the
proposed compression method and other scan-based compression methods at
0.0313 bpp. (a) Original image “Pentagon.” (b) Reconstructed image obtained
by SPIHT. (c) Reconstructed image obtained by SPECK. (d) Reconstructed
image obtained by CCSDS. (e) Reconstructed image obtained by JPEG2000.
(f) Reconstructed image obtained by BTCA. (g) Reconstructed image obtained
by the proposed method.

CCSDS are prone to stripe effects, especially at very low bit
rates.

Here, the proposed method is compared with other compres-
sion methods from the perspective of mean square error (MSE).
In order to better display the comparison results, we use SNR
instead of PSNR. For the image “Pentagon” and “North Island,”
the SNR results of different methods at different bit rates are

Fig. 12. Comparison of visual quality of reconstructed images obtained by the
proposed compression method and other scan-based compression methods at
0.0625 bpp. (a) Original image“North Island.” (b) Reconstructed image obtained
by SPIHT. (c) Reconstructed image obtained by SPECK. (d) Reconstructed
image obtained by CCSDS. (e) Reconstructed image obtained by JPEG2000.
(f) Reconstructed image obtained by BTCA. (g) Reconstructed image obtained
by the proposed method.

shown in Fig. 13(a) and (b), respectively. The range of bit rate
is from 0.1 to 1 bpp. In Fig. 13, it can be seen that the proposed
method consistently exceeds that of other scan-based compres-
sion algorithms.

In order to evaluate the proposed compression method com-
prehensively, more experiments are performed from the per-
spective of objective evaluation. The test image set includes
four test remote sensing images. The two images are “Pentagon”
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Fig. 13. Comparison of rate-distortion performance between 0.1–1 bpp for
different test images. (a) “Pentagon.” (b) “North Island.”

Fig. 14. Part of the test remote sensing images used in the experiment. (a) San
Diego1 (Miramar NAS). (b) San Diego2 (Miramar NAS).

and “North Island,” which are shown in Figs. 11(a) and 12(a),
respectively. And the other two images are shown in Fig. 14.
All the test images are derived from the USC-SIPI database
[33], which reflect different geomorphological scenes, includ-
ing ridge, pentagon, island, and urban. The size of these images
is 512 × 512.

In the experiments, the level of wavelet decomposition is
set to five. All these test images are compressed by the
proposed OADL-based compression methods and the other
scan-based method, respectively. For the proposed method,
the side information of the four test images is 0.00815,
0.00963, 0.00937, and 0.00716 bpp, respectively. The com-
parison results of PSNRs, kappa coefficients, and MS-SSIMs
of these compression methods are tabulated in Table II,
Table III, and Table IV, respectively, Tables V–VII, and
The results are evaluated at six bit rates, namely, 0.0313, 0.0625,
0.125, 0.25, 0.5, and 1 bpp.

In Table II, the comparison results are listed from the per-
spective of MSE. We can observe that, for these compression
algorithms, the PSNRs of CCSDS are low. The reason is that
CCSDS is designed for on-board compression; the complexity
of the algorithm is an important issue that must be considered.
Moreover, for CCSDS, the level of the wavelet decomposition
is fixed to three, which also limits its coding performance to
some extent, especially at low bit rates. Compared with SPIHT,
the encoding process of SPECK does not utilize the offspring
relation of the spatial direction trees. Instead, it encodes each
image block independently, which makes it more fault-tolerant
and thus obtains good PSNRs. The PSNR results of JPEG2000
are higher than those of SPIHT, because the complicated models
of JPEG2000, including the encoding stages (tier-1 and tier-2
coding), context model, and post-compression rate-distortion
optimization, are all contributed to the improvement of coding
performance. For BTCA, the coding process based on binary
tree decomposition is very effective, which traverses a binary
tree by an adaptive way, and can provide an excellent cod-
ing performance. The proposed compression method achieves
the highest coding performance. The reason is that, for remote
sensing images, the designed OADL method can provide a
more efficient representation of the image, which is benefi-
cial to improve the coding performance. In addition, during the
process of coding, a content-based adaptive scanning method
is adopted, which takes the scanning order among subbands
and the scanning strategy within a subband into consideration
simultaneously, and ensures that much more important coeffi-
cients can be scanned in priority. Hence, at the same bit rate, the
proposed compression method can provide better compression
performance.

Table III provides the comparison results from the perspective
of structural similarity. The MS-SSIM evaluates the similarity
between the original image and the reconstructed image in a
more flexible way. From Table III, we observe that the MS-
SSIM results of the proposed compression method consistently
exceed that of other scan-based algorithms at all given bit rates.
The reason is that, for the proposed method, the OADL model
can provide a better representation of the detail information of
remote sensing images. Moreover, during the process of cod-
ing, the proposed method also encodes the brothers of those
edge coefficients based on the fact that the magnitudes of the
coefficients around the edges are often large too. As a result,
more texture and contour information of remote sensing images
can be preserved by using the proposed method, which helps to
improve the structural information of the reconstructed image.
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TABLE II
PSNRS (DB) OF THE PROPOSED COMPRESSION METHOD AND OTHER SCAN-BASED COMPRESSION METHODS

TABLE III
PSNRS (DB) OF THE PROPOSED COMPRESSION METHOD AND OTHER SCAN-BASED COMPRESSION METHODS
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TABLE IV
PSNRS (DB) OF THE PROPOSED COMPRESSION METHOD AND OTHER SCAN-BASED COMPRESSION METHODS

Table IV lists the comparison results of the kappa coef-
ficient. The kappa coefficient is utilized here as a measure
that evaluates the agreement between the original image and
decoded image from the perspective of KHAT statistic. It can
be seen in Table IV that the image decoding accuracy of the
proposed compression method is still better than that of other
five methods at all given bit rates.

Based on the analysis above, we can conclude that com-
pared with other scan-based methods, the proposed compression
method can provide a better coding performance. Moreover, it
also works well when the bit rate is very low.

In order to further prove the effectiveness of the proposed
compression method, a larger test image set is adopted for eval-
uating the compression performance. Here, 20 images from the
CCSDS reference image set are used [34]. Among of them,
11 images with 8-b depth, including “marstest,” “lunar,” and
all images of “coastal”; six images with 10-b depth, includ-
ing “ice-2kb1,” “ice-2kb4,” “india-2kb1,” “india-2kb4,” “ocean-
2kb1,” and “ocean-2kb4; two images with 10-b depth, including
“solar” and “sun_spot”; one image with 16-b depth, including
“sar_16bit.” These test images are of different sizes, six images
with 512 × 512, seven images with 1024 × 1024, and seven
images with 2048 × 2048, respectively. Table XI lists average
PSNR, average MS-SSIM, and average kappa coefficient for all
the test images of different methods at six bit rates.

From Table V, we can see that, compared with other com-
pression methods, the average PSNRs of the proposed compared
method are the highest at different bit rates. From the perspective

of MS-SSIM, the proposed method is still the best. The reason is
that the OADL model can provide a good representation of the
direction information of an image. In addition, the proposed cod-
ing method can encode more significant coefficients at the same
bit rate. Therefore, the reconstructed images obtained by the
proposed method are of good quality. For the criterion of Kappa
coefficient, similar results are obtained. Moreover, from the re-
sults of the proposed method (OADL only) and the proposed
method (BTTCA only), we can see that the BTTCA module can
improve the coding gain to some extent, and the OADL module
provides most of the coding gain. From the perspective of image
coding, a good image representation method ensures that more
energy of the image can be concentrated in the low-frequency
subband, which is also beneficial to the subsequent coding pro-
cess. Therefore, combining the effective image representation
module with the image coding module can improve the overall
coding efficiency more effectively.

VI. CONCLUSION AND DISCUSSION

In this paper, an efficient compression method is proposed for
remote sensing images. We first propose an OADL model, which
calculates the optimal lifting direction of each image block, and
the weighted directional adaptive interpolation is utilized in the
process of lifting for preserving more directional characteristics
of remote sensing images. Following, a BTCCA method is de-
signed, which can scan a transformed image adaptively based
on its content, and can encode more significant coefficients at
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TABLE V
AVERAGE EVALUATION INDEXES OF THE CCSDS REFERENCE IMAGE SET BY DIFFERENT METHODS AT SIX BIT RATES

TABLE VI
MS-SSIMS OF THE PROPOSED COMPRESSION METHOD AND OTHER SCAN-BASED COMPRESSION METHODS

TABLE VII
MS-SSIMS OF THE PROPOSED COMPRESSION METHOD AND OTHER SCAN-BASED COMPRESSION METHODS

the same bit rate. Experimental results show the effectiveness
of the proposed method.

Multi-component images, such as multi-spectral and hy-
perspectral images, are also very popular in remote sensing
applications. Therefore, a natural idea is to apply the pro-
posed method to the compression of multi-component images.

Actually, we are now doing some research on the compression of
hyperspectral images based on the proposed method. However,
for the compression of hyperspectral images, an issue that needs
to be considered is the bit allocation strategy among those trans-
formed components. How to design an effective bit allocation
method and combine with the proposed compression method
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TABLE VIII
KAPPA COEFFICIENTS OF THE PROPOSED COMPRESSION METHOD AND OTHER SCAN-BASED COMPRESSION METHODS

TABLE IX
KAPPA COEFFICIENTS OF THE PROPOSED COMPRESSION METHOD AND OTHER SCAN-BASED COMPRESSION METHODS

TABLE X
KAPPA COEFFICIENTS OF THE PROPOSED COMPRESSION METHOD AND OTHER SCAN-BASED COMPRESSION METHODS

perfectly is an issue worth studying. We will research on it in
the next work.
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